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ABSTRACT
With the ubiquity of technology and tools, current Vol-
unteered Geographic Information (VGI) projects allow the
public to contribute, maintain, and use geo-spatial data.
One of the most prominent and successful VGI project is
OpenStreetMap (OSM), where more than one million vol-
unteers collected and contributed data that is obtainable for
everybody. However, this kind of contribution mechanism is
usually associated with data quality issues, e.g., geographic
entities such as gardens or parks can be assigned with inap-
propriate classification by volunteers. Based on the obser-
vation that geographic features usually inherit certain prop-
erties and characteristics, we propose a novel classification-
based approach allowing the identification of entities with
inappropriate classification. We use the rich data set of
OSM to analyze the properties of geographic entities with
respect to their implicit characteristics in order to develop
classifiers based on them. Our developed classifiers show
high detection accuracies. However, due to the absence of
proper training data we additionally performed a user study
to verify our findings by means of intra-user-agreement. The
results of our study support the detections of our classifiers
and show that our classification-based approaches can be a
valuable tool for managing and improving VGI data.

Categories and Subject Descriptors
H.2.8 [Database Applications]: Data mining and Spatial
databases and GIS; I.2.1 [Applications and Expert Sys-
tems]: Cartography

General Terms
Management, Standardization.
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1. INTRODUCTION
During the last decade, the ubiquity of location-aware

devices (e.g., smartphones) enables the public to collect,
contribute, edit, and use geographic information — activ-
ities formerly exclusively conducted by national mapping
agencies and professional organizations. The phenomenon is
known as Volunteered Geographic Information (VGI) [12].
Due to its large success and openness, data generated by
VGI projects became part of a common, globally available
Spatial Data Infrastructure (SDI) and plays a significant role
in Geographic Information Systems (GIS) [22].

The advancement of Web technologies and the availabil-
ity of open source software lead to the increasing numbers
of VGI projects, such as OpenStreetMap1 (OSM). OSM is
one of the most common VGI projects, with the aim to pro-
vide a free editable world map. A large number of contrib-
utors are producing and improving large scale geographic
data sets covering many parts of the world [16]. OSM has
no restriction about the spatial data to be contributed, and
its rich data set enables numerous different applications —
including but not limited to map provision, routing, plan-
ning, geo-visualization, and point of interests (POI) search.
Applications require reliable and consistent data, which is
not guaranteed with VGI data [10] in contrast to ”official”
data collected by authorities. Nevertheless, VGI is a poten-
tial alternative for authoritative data: it is typically open
and free, dynamically and frequently updated, and employs
crowdsourcing forces to ensure the quality [13].

The increasing number of OSM contributors, the vast
amounts of daily contributions, and the loose classification
system trigger questions about the resulting data quality.
The large number of heterogeneous contributors fosters data
of mixed quality: they have different perspectives, contribute
for different purposes, and use different contribution tech-
nologies and tools. Data quality in VGI has been studied
from different perspectives and identified a number of crucial
constituents for quality issues and mechanisms.

1http://www.openstreetmap.org



In this work, we address VGI data quality from the per-
spective of classification plausibility. In OSM, there is no
explicit classification system, just recommendations. If an
”water” area is classified as ”lake” or ”pond” — the decision
is up to the contributors and based on their conceptualiza-
tion of space, and their knowledge and considerations of the
provided recommendations. Due to a certain degree of con-
ceptual ambiguity, in many cases multiple classes are appli-
cable for an entity; if a piece of land is ”grass” or ”meadow”,
”garden” or ”park” depends on the context and purpose of
data collection. Additionally, missing hard constraints make
it hard to clearly decide. As a result, a significant amount of
data is inappropriately classified and can cause errors when-
ever addressed by algorithms, such as rendering, analysis, or
routing algorithms.

However, in many cases one classification is more appli-
cable than others, as comparable pieces of land might have
certain comparable intrinsic properties: parks are usually
more than just an area covered with grass, parks in many
cases contain ways, trees, water bodies, etc.

In this paper, we attempt to tackle the problem of clas-
sification ambiguity and the resulting quality issues. In our
approach we analyze the properties of potentially ambiguous
classes with respect to their inherent structure. We use these
properties and build classifiers with the aim to identify en-
tities with a potentially inappropriate classification. To val-
idate the promising results of our approach, we conducted a
user study with a subset of the identified entities. Based on
the findings of the intra-user-agreements of our participants,
we have a strong support for the approach and the general
applicability of automatic quality checking approaches. Our
results also raise questions about remote (non-local) classi-
fication of entities of unclear characteristics.

2. RELATED WORK
In VGI, contributors produce geographic information with-

out necessarily being educated surveyors or cartographers.
The motivation for contribution can be highly diverse, and
the quality of contributions also depends on the used equip-
ments and methods. Thus, the combination of diverse edu-
cational backgrounds, different views on required data and
its quality, as well as technical constraints lead to data of
mixed quality. Due to the increasing significance of VGI
questions concerning data quality, credibility, and reliability
are increasingly studied [8, 10].

Quality of VGI data has various perspectives and no-
tions: completeness, positional accuracy, attribute consis-
tency, logical consistency, and lineage [6, 13]. As most VGI
projects, OSM does not have data quality specifications or
standard procedures as implemented by mapping agencies.
The quality of VGI data can be assessed by two different
methods: comparison with respect to reference data and in-
trinsic data analysis (which can be implemented by crowd-
sourcing approaches, social measures, or geographic consis-
tency analysis [12, 13]). In [11, 15, 21] the authors compare
OSM data to reference data, in [15, 21] the authors are able
to show a high overall positional accuracy of OSM data in
comparison with authoritative data. In terms of complete-
ness, some studies conclude that some areas are well mapped
and complete, however with a tight relation of completeness
and urbanization [15, 25]. On the other hand, the following
intrinsic methods and mechanisms are applied and proposed
to ensure VGI data quality:

• Crowdsourcing revision: data quality can be ensured
by means of crowdsourcing, thus by checking and edit-
ing of entities by multiple contributors.
• Social measures: this approach focuses on the assess-

ment of contributors themselves as a proxy measure
for the quality of their contributions [18].
• Geographic consistency : this approach analyzes the

consistency of contributed entities with their geographic
context, i.e., contextually implausible entities will be
detected (e.g., a building in a lake).

Examples for intrinsic analysis methods are in e.g., [2] pre-
senting 25 methods to assess VGI quality without the need
for authoritative data. The methods are focused around
”fitness for purpose” approach. In [19, 26] the authors an-
alyze intrinsic information, such as tracking edits history,
and contributor’s reputation analysis. In [5, 18] the authors
use trustworthiness as a proxy to assess the quality. [23]
assesses data quality by analyzing the frequently edited en-
tities by correlating the number of tags and the number of
contributors associated with an entity.

Different aspects influence the quality of VGI data, e.g.,
the combination of loose contribution mechanisms, and the
lack of strict mechanisms for checking the integrity of new
and existing data are major sources of heterogeneous qual-
ity of VGI data [23]. Amongst others, semantic inconsis-
tency is one of the essential problems of VGI data quality [8]:
for instance, different classes represent the same geographic
phenomena (synonymy), or one class describes different geo-
graphic phenomena (polysemy). In [24] and [30] the authors
present methods for improving the semantic consistency of
VGI. The analysis of semantic similarity is applied to en-
hance the quality of VGI through suggesting tags and de-
tecting outliers in existing data [24, 30]. Another approach
for tackling quality issues is the development of appropriate
interfaces for the data generation and submission. In [28, 27]
the authors demonstrate that task-specific interfaces sup-
port the generation of high quality data even under difficult
conditions.

3. AMBIGUITY AND PLAUSIBILITY
In this work, we focus on the classification of entities as a

facet of data quality. Classification ambiguity of spatial en-
tities can be a fundamental source of data quality problems
[6, 14]. Particularly in VGI, contributors are often non-
experts with no formal surveying or cartographic education.
The diversity of cultural and educational backgrounds, con-
ceptualization of spatial entities and understanding of rec-
ommendations lead to heterogeneous classifications. On the
one hand local concepts should be preserved. While on the
other hand as homogeneous data as possible is required to
allow the development of global, uniform applications (e.g.,
map rendering or routing).

In OSM, the majority of contributors contribute data by
annotating satellite imagery [10]. If mappers are not familiar
with the area they map, this method makes it hard to iden-
tify the correct class for an entity: crucial details might not
be visible on the (currently) low resolution imagery, or fea-
tures can be wrongly interpreted. For instance a green area
with scrub and trees might be classified as ”scrub”, ”grass-
land”, or ”meadow”. However this area could also be a ”park”
or a ”garden”. Without having local knowledge, some enti-
ties are hard to classify.



park

Figure 1: Inappropriate Classification: a ”park” placed in a
roundabout.

From other perspective, when mappers have local knowl-
edge they contribute based on their personal perspectives
[26], thus the diverse backgrounds and sometimes missing
knowledge about the recommendations for contribution re-
sult in classification problems. In other cases, the recom-
mendations themselves might be vague and an entity might
belong to multiple classes. For example, an area covered by
grass could be classified as a ”grass”, ”meadow”, or ”grass-
land”. Thus, an individual entity can have multiple valid
classifications.

Whenever an entity can potentially belong to several classes,
we call this Classification Ambiguity. Whenever we want to
express the likelihood of an entity belonging to a specific
class, we call it Classification Plausibility. In some cases the
properties of the contributed entity indicate that the plausi-
bility of an assigned class might be very low and indicate the
class was most probably not chosen correctly. In this case
we call it Inappropriate Classification. Figure 1 shows an
example of a inappropriate classification: the green area in
the center of a roundabout is tagged to be a ”park” — typ-
ically parks are larger, have a certain degree of contained
infrastructure, and are not placed in rather small round-
abouts. According to OSM classification recommendations,
this area should be ”grass”.

3.1 Classification by Tagging
In OSM, data is classified by means of tags of the form

key = ”value”. Different tags are used to describe differ-
ent properties, e.g., the tag leisure = ”value” is commonly
used to describe entities with a recreational purpose, while
landuse = ”value” reflects the primary use of the land by
humans. In OSM tagging is not restricted and the same
entity can be assigned with numerous combinations of tags.
Nevertheless, some combinations are applicable, while oth-
ers are misleading or contradictive. Our approach aims to
check the classification integrity of an entity by inspecting
its properties.
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Figure 2: Learning-based approach to tackle classification
plausibility.

4. LEARNING AND CROWDSOURCING
The increasing amount of VGI data - in particular OSM

data - allows the application of machine learning algorithms
as one of the possible methodologies to analyze and improve
its data quality. We can select parts of certain entities
in the database, learn their properties in form of a classi-
fier, and apply the developed classifier on the entities of the
database. The results tell us how well entities match to the
learned properties. Figure 2 illustrates the approach of us-
ing learning for quality assurance as introduced in [1]. The
approach consists of two phases: Classification, and Consis-
tency Checking.

The Classification phase aims to develop a robust classi-
fier based on data of sufficient quality. According to previous
studies OSM data is of good quality in some areas [15, 21];
we can processes OSM data to extract an appropriate data
set for learning the classifier. In the Consistency Checking
phase, three scenarios for applying the developed classifier
are possible: 1) Contribution Checking uses the classifier
during the data contribution phase in an editor tool. The
tool informs the contributor about the potential problematic
data based on the classifier. The contributor can consider
the hints generated by the tool and take action for correc-
tion if required. 2) Manual Checking refers to the manual
validation of detected entities by volunteers, potentially in-
appropriately classified entities are presented to volunteers
and validated by them. Regarding OSM data, there exists a
number of applications, such as MapRoulette2, MapDust3,
KeepRight4, and OpenStreetBugs5 improve the data qual-
ity. They typically check the integrity of entities against
a set of rather static rules such as entities without name,
roads without information about speed or driving direction,
or entities marked by users for further inspection. If such
systems or OSM editors are fed by entities detected by a
learning approach as we propose, potential candidates with
inappropriate classification can be identified and fixed by
volunteers. 3) Automatic Checking, tries to automatically

2http://maproulette.org/
3http://www.mapdust.com/
4http://keepright.ipax.at/
5http://openstreetbugs.schokokeks.org/



detect and correct inappropriate classifications without hu-
man assistance.

However, as there is no clear reference data set to train
the classifier, the results need to be interpreted with care.
We deal with all kind of spatial real world entities, i.e., enti-
ties can belong to a certain class, although they might have
rather unlikely characteristics (e.g., very small parks or huge
private gardens).

4.1 Tackling Classification Plausibility
In this paper we are interested to check the classifica-

tion plausibility of VGI data. One key idea is to preserve
the locality of the data. During the classifier development,
we maintain the locality within a given region for learning
and applying the developed classifier. For example, learning
from data of China and applying the extracted knowledge
on data of the UK might return misleading results: they
have different cultures (finding their expression also in the
characteristics of spatial entities) and might have different
conceptualizations of space. Thus, we follow the locality as-
sumption of Tobler’s law [29]. For this work we interpret
Tobler’s law as follows: cities in the same country have a
closer concept for the same class of entity than cities of dif-
ferent countries, i.e., when we analyze data in Germany, we
do not use this results to validate data in the UK.

5. CLASSIFICATION OF AMBIGUOUS
AREAS

In our work, we focus on a set of classes with a certain de-
gree of intrinsic ambiguity: areas that are typically rendered
as green areas on a map. In OSM, amongst others these are
entities tagged as ”garden”,” grass”,” meadow”, or ” park”.
We chose these four classes as they represent a good exam-
ple for classifications ambiguity. Conceptually, those entities
have a certain degree of mutual ambiguity: parks and gar-
dens share many characteristics, if a grass-covered area is
just ”grass”, ” meadow”, or ” garden” or ” park” depends on
the usage, conceptualization, or a legal definition.

The OSM recommendations6 for the four classes are:
• Garden: ”a distinguishable planned space, usually out-

doors, set aside for the display, cultivation, and enjoy-
ment of plants and other forms of nature. The most
common form is known as a residential garden, it is a
form of garden and is generally found in proximity to
a residence, such as the front or back garden.”
• Grass: ”a smaller areas of mown and managed grass

for example in the middle of a roundabout, verges be-
side a road or in the middle of a dual-carriageway.”
• Meadow: ”a land primarily vegetated by grass plus other

non-woody plants.”
• Park: ”an open, green area for recreation, usually mu-

nicipal. These are outdoor areas, typically grassy or
green areas, set aside of leisure and recreation. Typ-
ically open to the public, but may be fenced off, and
may be closed; e.g., at night time.”

In OSM, these entities are contributed under various tags.
They are commonly contributed with tags like leisure =
”value”, and landuse = ”value”.

6http://wiki.openstreetmap.org/wiki/

5.1 Selection of Classification Properties
To be able to distinguish between similar classes it is nec-

essary to look into the characteristics and properties of each
class. To develop a robust classifier we need to understand
the properties of the entities to be classified. We apply not
only the analytical methods, reflecting typical observable
characteristics, but also statistical methods to explore the
characteristics that are not immediately observable. In our
approach we combine both methods.

Figure 3 shows typical entities of interest. Figure 3a de-
picts a ”park” containing a playground, sport center, and
paths. Figure 3b illustrates a residential ”garden”surrounded
by residential houses. Figure 3c shows a typical ”grass” en-
tity not containing other infrastructural entities and usually
surrounded by or meet roads. Figure 3d shows ”meadow”
entities next to farmland and not containing other infras-
tructural entities.

(a) park (b) ”residential” gardens

(c) grass (d) meadow

Figure 3: Samples of typical entities of interest.

These examples illustrate that geographic entities have
basically two different types of properties: geometric (e.g.,
size and shape) and geographic properties (e.g. topological
properties). In our previous work [1], we developed classi-
fiers based on geometric properties to distinguish between
entities of the classes ”park” and ”garden”. This property
is also observable in Figure 3: parks are usually larger than
gardens. However, building classifiers for multiple classes re-
quires the analysis of more properties, as size of entities can
be similar, but their characteristics might be fundamentally
different.

5.1.1 Geometric Properties: Size
Some entities are classifiable by considering their size.

Figure 4 shows the average area of our entities of inter-
est within the ten densest cities in Germany and the UK.
”Meadows” and ”parks” are usually larger than ”grass” and
”gardens”. However, ”meadows” and ”parks” are as close
as ”grass” and ”gardens”. Thus, an entity’s size will not
be enough to distinguish between the four classes. In this
study, we use the size of entities only as one of classification
properties.
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5.1.2 Analytical Context Properties
In addition to the OSM recommendations, the four enti-

ties of ”garden”, ”grass”, ”meadow”, and ”park” are charac-
terized by their internal and external context (see Figure 3
for examples). I.e., the kind of entities surrounded or con-
tained in them influence and define their functionality and
consequently their classification. For instance, ”parks” typi-
cally contain other entities such as paths, playgrounds, and
water bodies, whereas ”grass” and ”meadows” are rather un-
likely to contain much infrastructure like this. Many of these
relations are observable in the real world, and we tried to
formulate a reasonable set of rules based on intensive visual
analysis and data consultation.

We analyze the topological relations between pairs of en-
tities by means of the 9-Intersection Model (9IM) [7]. As
depicted in Figure 5, the 9IM distinguishes eight topologi-
cal relations holding between two regions: equal, disjoint,
meet, overlap, contains, covers, inside, and coveredBy.

A B
A

B

A

B

B

A
BA

B

A
A AB B

disjoint meet overlap containscovers insidecoveredBy equal

Figure 5: The eight distinct topological relations of the 9-
intersection model.

In this study we consider three topological relations meet,
overlap, and contains. These relations add distinct infor-
mation to the classifier. We neglect the other relations due
to three reasons: (a) equal and covers rarely hold among
the entities of interest (e.g., a park is usually does not cover
another entity), (b) coveredBy and inside are the inverse of
covers and contains respectively, and (c) disjoint does not
add additional information for the classification process. To
find out about the characteristics of our example entities, we
analyzed the features that are often contained by, overlap,
or meet with ”gardens”, ”grass”, ”meadow”, ”parks”.

Following relations are part of the classifier, as they can
be often observed in the data set:
• Meet with (areal) entities (meetA): residential ”gar-

dens” often meet with (residential) houses. Addition-
ally, as our analysis showed, ”grass” often meet with
houses as well, whereas ”parks” and ”meadows” are
rather unlikely to meet with houses at all.
• Meet with (linear) entities (meetL): in many cases,

roads lead into and surround ”parks” and public ”gar-
dens”. They are often surrounded by fences as well.
• Overlap with (areal) entities (overlapA): within a city,

”parks” and ”gardens” are often overlapped by resi-
dential areas, while ”meadows” are usually overlapped
with farmland entities.
• Overlap with (linear) entities (overlapL): ”grass” ar-

eas are often overlapped by roads, since they are often
located next to highways and roundabouts.
• Contains (areal) entities (containsA): one key prop-

erty of the classifier is the containment property. The
more entities are located inside the green area, the
more likely the entity belongs to leisure-related enti-
ties, thus a ”park” or public ”garden”.
• Contains (linear) entities (containsL): ”parks”and pub-

lic ”gardens” usually contain ways for bicycles, pedes-
trians, and sometimes cars, whereas ”grass”or a ”mead-
ows” are unlikely to contain any of those entities.

5.1.3 Statistical Context Properties
In order to understand the characteristics of the geographic

context of the interested entities, we investigate the keys
of entities that are involved in the topological relations de-
scribed above. Analytical context properties (as described in
previous section) are observable in the environment and can
be found in many instances. However, from the viewpoint
of data, we can derive more properties based on the clas-
sification. To identify them, we utilized a straightforward
statistical analysis to derive the set of keys that are both fre-
quently hold in the relations to add distinct information to
the classifier. We used all keys with an absolute occurrence
of ≥ 2% (below 2% there is a huge set of keys with rather low
information gain, such as administrative boundaries). The
selected keys for areal entities the keys are: ”amenity” (5%),
”building” (44%), ”landuse” (23%), ”leisure” (10%), ”natu-
ral” (6%), and ”sport” (2%). As well, for linear entities we
selected the keys of: ”barrier” (6%), ”bicycle” (15%), ”foot”
(12%), ”highway” (63%) and ”waterway” (3%).

In general, the analysis of geometric properties (Section
5.1.1) and spatial context properties (Sections 5.1.2 and 5.1.3)
can be adapted to the characteristics of any kind of areal ge-
ographic entities. Definitely, the kind of entities involved in
the investigated topological relations will depend on the type
of classes of interest.

5.2 Classifier Development
The development of a classifier involves two phases: train-

ing and validation. The aim of the training phase is to
train the classifier to distinguish between classes based on
the classification properties. In the validation phase we test
the validity of the generated classifier [3].
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5.2.1 Classifier Training
In this study, the training set consists of ”park”, ”garden”,

”grass” and ”meadow” entities extracted from OSM data set,
Dtrain ={E1, E2, ..., En}. Each Entity E is represented by
a set of properties and assigned to a class C, E = {size,
meetA, meetL, overlapA, overlapL, containsA, containsL,
amenity, building, landuse, leisure, natural, sport, barrier,
bicycle, foot, highway, waterway, C}, where C ∈ {garden,
park, grass, meadow}. The training process tries to identify
a function, f(E) = C, to predict the class C of an entity E.

Building a classifier can be done by using Eager Learn-
ing (EL) or Lazy Learning (LL). In EL a training set is
used to build a complete classifier before receiving any test
entities. Bayesian classification, support vector machines
(SVM), neural network (NN), and decision trees are exam-
ples for EL algorithms. On the contrary in LL, generaliza-
tion beyond the training data is delayed until a query is
made to the system. K-nearest neighbours (KNN) and case
based reasoning (CBR) are examples of lazy learning [3, 17].
In OSM a set of pre-classified entities is already stored, and
the classification process is performed at arrival of a new en-
tity. The new entity is classified based on similarity to the
existing entities. Hence, we use the lazy learning paradigm
to develop the classifier.

In particular, we use KNN [4, 32] for building a classifier
KNN classifies entities based on the closest training exam-
ples. An unclassified entity is classified by checking the K
nearest classified neighbours. The similarity between the
unclassified entity and the entities stored in training dataset
is calculated by euclidean distance.

5.2.2 Classifier validation
The aim of the validation process is to check the classi-

fier’s generalization ability. Thus, several test sets are ap-
plied on the same classifier to determine its performance.
There exists more than one measure to determine a classi-
fier performance, however, depending on just one measure
could introduce bias [3]. We use two measures to assess the
classifier performance: the accuracy and the area under the
Receiver Operation Characteristics (ROC) curve.

The accuracy measure of a classifier is the percentage of
correctly classified entities on a given test set. In some cases
accuracies are biased due to overfitting or underfitting [3,
17]. A reason can be an unbalanced population of the train-
ing or the test set. For example, Figure 6 shows the majority
of ”garden” entities, in the UK, over the others. This phe-
nomena can influence the classifier performance. Thus, we
utilize more than one measure to assess the resulting clas-
sifiers. The (ROC) curve is a useful measure to assess the
performance of a classifier [9, 32]. In particular the Area
Under the ROC Curve (AUC) is a useful measure to evalu-
ate a classifier. The closer the value of AUC is to 1.0, the
higher its performance. According to [9], good classifiers
should have AUC value between 0.5 and 1.0.

6. EMPIRICAL STUDY
To evaluate our approach and the derived classifiers, we

performed an empirical study. We used OSM data of Ger-
many and the UK. According to [21], and [16], OSM data
for Germany and the UK is of acceptable quality.

6.1 Data Preprocessing
We do not have a reference data set to assess the classi-

fier performance. I.e., to set up training and test data for
the classifiers we need to identify a subset of the OSM data
which is of sufficient quality. It has been shown that map-
ping activities of individual contributors and the frequency
of edits are good indicators for quality [23, 26], thus we se-
lected entities with a high number of edits and contributed
by trustworthy users.

In OSM, every edit is stored as new version of the edited
entity. Additionally, a collection of all edits of a particular
contributor over 24 hours are stored in a changeset. For each
entity we stored the last version number and the contribu-
tor ID. The contributors themselves are categorized based
on the work in [26]: New registered (1 changeset), Non-
recurring (up to 10 changesets), Junior (up to 100 change-
sets), Senior (up to 500 changesets), Senior+ (up to 2000
changesets), Gold (more than 2000 changesets).

The data we used was extracted from OSM on Decem-
ber 2nd, 2013. During the development of our classifiers,
we maintained the locality of each country by developing
different classifiers for both regions: we used the data of
the ten most densest cities (population/city area) of both
countries. The data of the most densest cities was selected
to ensure a data with active contributor communities and
hence data of sufficient quality. In Germany, we utilized
data of Berlin, Bremen, Cologne, Dortmund, Dusseldorf,
Essen, Frankfurt, Hamburg, Munich, and Stuttgart. As well
in the UK we utilized data of Birmingham, Bradford, Bris-
tol, Edinburgh, Glasgow, Leeds, Liverpool, London, Manch-
ester, and Sheffield.

Germany The UK
Entities of the ten most densest
cities (D)

19,088 41,822

Entities of active mappers
(Dtop mappers)

14,736 38,186

Entities with freq. edits
(Dtop versions)

2,080 854

Table 1: Extracted data from Germany and the UK.



Table 1 summarizes the facts of the extracted data of Ger-
many and the UK. In developing the classifiers we utilized
the data of the ten most densest cities (D). From D, we
extracted two data sets for the classifiers validation process:
Dtop mappers and Dtop versions. Dtop mappers contains enti-
ties of highly active mappers (Senior+ and Gold mappers),
while Dtop versions contains frequently edited entities with
more than five versions.

6.2 Classifier Learning
In order to learn our classifiers efficiently, we extracted

multiple data sets for the training and validation process.
We developed classifiers based on two different models: Label-
Based Model (LBM ) and Tag-Based Model (TBM ).

In LBM, we trained the classifiers to distinguish between
the four classes. We utilized D in training the classifiers. Af-
terwards, the classifiers are validated using D, Dtop mappers,
and Dtop versions. Table 2 shows the results of the classifiers
performances measures; accuracy (Acc.) and AUC.

D Dtop mappers Dtop versions

Acc. AUC Acc. AUC Acc. AUC
GER 60.4 % 0.85 64.7 % 0.86 67.8 % 0.86
UK 88.3 % 0.98 92.0 % 0.99 75.2 % 0.84

Table 2: LBM classifiers performance of data extracted from
Germany (GER) and the UK.

From Table 2, we calculate the average performance of the
classifiers for each country. The classifier for Germany has
an average accuracy of 64.3%, and AUC equal 0.85. The
UK classifier has a higher performance: it has an average
performance with an accuracy of 85.1% and AUC equal 0.93.

The unbalanced data in LBM has an influence on the
performance of the classifiers (see Figure 6 for details). Ad-
ditionally, the four classes represent two pairs of entities be-
longing to two different tags (leisure = ”value” and landuse
= ”value”). As discussed in Section 3.1, selecting a proper
tag is crucial for a plausible classification. Hence, we devel-
oped the TBM classifiers that distinguish between two tags:
leisure = ”value” and landuse = ”value”. In the TBM,
both ”park” and ”garden” entities belong to the leisure key,
whereas ”grass”and ”meadow”entities belong to the landuse
key. However, the opposite usage indicates a potentially in-
appropriate classification. In the classifiers development, we
followed the same methodology and used the same data sets
as in LBM. Table 3 illustrates the classifiers performance
measures.

D Dtop mappers Dtop versions

Acc. AUC Acc. AUC Acc. AUC
GER 78.4 % 0.85 79.0 % 0.86 73.0 % 0.80
UK 92.2 % 0.97 93.6 % 0.97 81.4 % 0.84

Table 3: TBM classifiers performance of data extracted from
Germany (GER) and the UK.

Table 3 conveys that the classifiers of TBM have higher
performance than the classifiers of LBM. According to the
table, the classifier based on the data set of Germany has an
average performance with accuracy of 76.8% and AUC equal
to 0.85, whereas the classifier based on the UK data set has
an average performance by 89.0% accuracy and AUC equal
0.92.

6.3 Discussion
In this work, we applied the developed classifiers of TBM

to check the integrity of the target entities of Germany and
the UK. According to the results, the comparison between
the classifiers of LBM and TBM shows that the AUC mea-
sures are nearly the same in both models. However, the
accuracy measures indicate a higher performance of TBM
classifiers.

(a) leisure = ”park” (b) leisure = ”garden”

(c) landuse = ”grass” (d) landuse = ”meadow”

Figure 7: Samples of entities with potentially inappropriate
classification.

Figure 7 shows a sample of detected entities with poten-
tially inappropriate classification. Figures 7a and 7b show
entities belonging to the leisure tag and classified as ”park”
and ”garden” respectively. The selected examples illustrate
that the entities do not show the properties of leisure-related
entities. They are relatively small and do not have any kind
of infrastructure to be either a ”park” nor a ”garden”. In
both cases, the appropriate classification of the entities is
most likely ”grass”. Whereas the entities of Figure 7c and
7d are tagged with landuse. They are classified as ”grass”
and ”meadow” respectively. When inspecting the proper-
ties of these entities, their current classifications seem to
be inappropriate. The entity in Figure 7c is surrounded
by houses and contains a playground. The entity in Fig-
ure 7d contains a large playground and some entities tagged
with sport=”value”. Both of them are relatively large and
also have footpaths, i.e., the entities are more likely leisure-
related entities. These examples show the validity of the
proposed classifiers.

In order to understand which kinds of entities the OSM
community consider as problematic, we also downloaded
the OSM data concerning the period from December 2nd,
2013 to June 2nd, 2014 (about 6 months). We particularly
checked the data for the updated entities, i.e. where the
OSM tag (e.g. leisure = ”park”) was changed or the entity
was completely deleted. We also used the TBM classifier
to check the integrity of the updated data. Using the up-
dated data of Germany, the classifier identified 23% of 6,568
updated entities to be potentially inappropriate classified.



Figure 8: A snapshot from the website of the study.

However, when applied to data of the UK, the classifier
identified 60% of 310 updated entities to have potentially
inappropriate classifications.

7. EXPERIMENTAL EVALUATION
In order to evaluate our approach, we designed a web-

based user study with anonymous participants. The aim
of the study was to measure the intra-user agreement of
the participants on a set of 30 entities. All entities were
detected by LBM and TBM classifiers to have potentially
inappropriate classifications.

The study consisted of two phases: learning and evalua-
tion. In the learning phase, we introduced to the partici-
pants the OSM recommendations of the four target classes
(i.e. tags). Additionally, we displayed them also recommen-
dations of other classes, that are conceptually related. The
participants were asked to provide their OSM experience,
age, gender, and mother tongue. In the evaluation phase
we showed all the participants the same set of 30 classified
entities; 4 ”garden”, 6 ”grass”, 8 ”meadow”, and 12 ”park”
entities.

For each entity, the participants were firstly asked about
their agreement or disagreement with the current classifica-
tion. In case of disagreement, the participants were allowed
to select from different options to classify the entity. Fig-
ure 8 depicts a snapshot from the study website. The left
side displays the investigated entity and the opinion of the
participant. At the right side the participant was allowed
to check the entity’s context via an aerial image or on OSM
maps. Participants were also allowed to check the recom-
mendations of classes at any point of the study, and also to
check other tags used to describe the given entity.

In total we had 157 participants to the experiment. Out of
these 115 participants finished the study. Together 81 par-
ticipants gave complete assessments of all entities (it was
possible to skip entities), and thus we considered this group
for the analysis. Together there were 65 males and 16 fe-
males. 24 of the participants had no knowledge about OSM,
17 were beginners, 21 had moderate knowledge, and 19 con-
sidered themselves as experts. The average age of the par-
ticipants was 27 years and they had more than 10 different
mother languages.

In order to evaluate the results, we used Light’s Kappa
for m raters [20] to measure the intra-user agreement of the
participants. Kappa value of 1.0 means maximum agree-
ment and the values ≤ 0 mean less than chance agreement.
Moreover, the range from 0.01 to 1.0 is divided into slight,
fair, moderate, and substantial agreements [31].

Light’s Kappa for all 81 participants was 0.176, meaning
thus a slight agreement. We analysed the intra-user agree-
ments also per subgroups. To create the subgroups we con-
sidered different levels of expertise about OSM project by
participants (no knowledge, beginner, and expert). Partic-
ipants with expert knowledge about OSM had somewhat
higher intra-user agreement — 0.21 (fair agreement) — than
participants with limited or no knowledge — 0.19 and 0.15
(slight agreement), accordingly. We also grouped the intra-
user agreements data to entity types (garden, park, meadow,
grass). This provided not much difference, except for some-
what higher intra-user agreement (0.26) concerning ”meadow”
entities and accordingly lower concerning ”park”entities (0.09).

We also analyzed the experiment results by investigating
entities individually. For each entity, we counted the dif-
ferent opinions and checked the agreement or disagreement
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Figure 9: The percentage of total agreement and disagree-
ment of the participants on the current classifications per
entity.

of the 81 participants about the current classifications of
entities. Figure 9 shows the results as percentages of the
participants’ agreement and disagreement per entity. This
reveals that the participants had in a substantial amount
of cases a disagreement with the current classifications of
entities. However, there are small differences: ”park” for in-
stance was found in more cases an acceptable categorization
than, say, ”meadow”.

7.1 Discussion
These findings clearly show that the participants of the

study substantially disagreed with the current classification
of the entities. This is a strong support for the classifiers we
developed and for the method in general. This means that,
we were able to identify controversial entities within the
OSM data set by a combination of analytically and statisti-
cally derived properties (see Section 5.1 for details). How-
ever, the participants also largely disagreed among them-
selves even when they are supported by materials like maps
and class descriptions. Participants also gave comments
such as ”Needs further investigation/survey”, ”not sure” and
”difficult to see”, which all suggesting to further study classi-
fication mechanisms of VGI projects. Especially the remote
annotation of satellite imagery by contributors not familiar
with a region can be problematic: if an entity is not clearly
recognizable on the image and the contributor is not fully
aware of the recommendations — the resulting data might
not be of sufficient quality. One way of avoiding this is the
explicit integration of local contributors in the validation
process. In OSM this is a common practice, however, cou-
pling the results of automatic approaches as proposed in this
paper with local contributors requires new communication
infrastructures and modalities within VGI projects.

8. CONCLUSIONS
In this work, we presented a novel approach to address a

facet of data quality in Volunteered Geographic Information
(VGI): classification ambiguity and plausibility. In many
cases geographic features can belong to multiple classes, de-
pending on the motivation, viewpoint, or conceptualization

of the individual contributor. However, in many cases the
classification is just not correct and needs to be fixed. We
developed an approach based on machine learning from VGI
data itself, thus without the need for reference data. In this
work, ”park”, ”garden”, ”grass”, and ”meadow” entities are
selected reflecting the ambiguous classification of entities.
We tackle the classification ambiguity problem by learn-
ing properties and characteristics of representative entities
within the dataset. We utilize geometric and contextual ge-
ographic properties to build classifiers based on a carefully
selected subset of the OSM dataset.

The developed classifier was able to detect obviously inap-
propriate classified entities. To validate the classifier beyond
computational measures, we conducted a user study. In this
study, our participants were asked to revise the classification
of 30 detected entities. If they disagreed with the current
tagging (e.g. ”park”) they had a chance to propose another
tagging (e.g. ”garden”). The result of our study showed that
the participants disagreed with the actual classification but
also disagreed amongst themselves. This result is a strong
indicator for the feasibility of our classifiers: they detect
controversial entities, which is the original purpose of our
approach. The output of the classifiers can be presented to
volunteers and validated by their knowledge.

However, the generation of classifiers is still a rather man-
ual task: one has to identify a set of potentially ambiguous
entities, and define their discriminating properties in form
of classification rules. In our future work we will focus on
the automatic detection of ambiguous classes and the char-
acteristic properties.
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